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Welcome to our webinar “AI in Healthcare: Examining the Matrix of Risk and Opportunity,“
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Disclaimer

The information provided in this presentation offers risk management strategies and 
resources, and the slide content is intended to be used only with the accompanying 
oral presentation.

Guidance and recommendations contained in this presentation are not intended to 
determine the standard of care but are provided as risk management advice only. The 
ultimate judgment regarding the propriety of any method of care must be made by the 
healthcare professional.

The information does not constitute a legal opinion, nor is it a substitute for legal 
advice. Legal inquiries about this topic should be directed to an attorney.

Presenter Notes
Presentation Notes

The information contained in this presentation is intended as risk management advice. It does not constitute a legal opinion, nor is it a substitute for legal advice. Legal inquiries about topics discussed during this presentation should be directed to an attorney.​
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   What Is Artificial 
Intelligence (AI)?

Presenter Notes
Presentation Notes
INTRODUCTION

Before we get too deep into the implications of AI in healthcare, we are going to briefly discuss what AI is - and the history of its development. 
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• 1950s

• 1980s

• 2010s

• First AI program developed in 1955
Artificial 

Intelligence

• Machine learning begins to flourish
• Requires human intervention

Machine 
Learning

• AI boom driven by breakthroughs in 
deep learning

• Does not require human intervention

Deep 
Learning

Development of AI

Presenter Notes
Presentation Notes
Definition of AI: Artificial Intelligence (AI) simulates human intelligence in machines, designed to think and act like humans, displaying capabilities such as learning and problem-solving.
History of AI: The first AI program was developed in 1955, marking the beginning of various specialized fields under the AI umbrella.

Machine Learning (ML):
A branch of AI that enables software to improve its prediction accuracy without direct programming.
ML algorithms learn from historical data to make future predictions.
Requires human intervention to adjust predictions when they are inaccurate.

Deep Learning (DL):
A key driver of the recent AI advancements, deep learning operates through artificial neural networks without needing human correction for its predictions.
Inspired by the human brain, these networks are capable of learning complex patterns within large datasets.
Deep learning is particularly effective for complex tasks like image recognition and natural language processing that are challenging for traditional ML algorithms.
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Datasets

Public Private Synthetic

Presenter Notes
Presentation Notes
The data AI feeds on is commonly referred to as a “Dataset.” Datasets generally fall into one of these three categories: 

Public datasets are publicly available datasets that can be used for AI training, generally collected by government agencies, universities, and research institutions. 

Many companies and organizations also collect their own private datasets for AI training. These datasets may contain sensitive information, such as customer data or medical data. As a result, and as the name implies, private datasets are often not publicly available.

Synthetic datasets are generated artificially using computer programs. Synthetic datasets can be used to train AI systems on tasks where it is difficult or expensive to collect real-world data. For example, synthetic datasets can be used to train AI systems to drive cars in simulated environments where it would otherwise be cost prohibitive to do so.

The quality of an AI dataset is important for the performance of the AI system that is trained on it. High-quality datasets are typically large, diverse, and well-labeled. Large datasets allow AI systems to learn complex patterns in the data. Diverse datasets help to ensure that AI systems are not biased towards certain groups or categories of data. 
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EHR Clinical trial data

Genetic data Wearable 
device data Imaging data

Datasets in Healthcare

Presenter Notes
Presentation Notes
In healthcare, datasets can be built from a myriad of sources, including:

<CLICK>
EHR data  - can be used to diagnose diseases, predict patient outcomes, and develop personalized treatment plans.

<CLICK>
Clinical trial data – used to evaluate the safety and efficacy of new drugs and treatments.

<CLICK>
Genetic data - can be used to identify genetic risk factors for diseases and to develop personalized treatment plans.

<CLICK>
Wearable devices, such as smartwatches and fitness trackers, can collect data about a person's health and activity levels. Wearable device data can be used to train AI systems to detect early signs of disease, monitor patients' progress over time, and develop personalized exercise and nutrition plans.

<CLICK>
Imaging data, such as X-rays, MRI scans, and CT scans, can be used to train AI systems to diagnose diseases, identify abnormalities, and guide surgical procedures.

AI datasets can also be created by combining data from multiple sources. For example, an AI dataset could be created by combining EHR data with clinical trial data and genetic data. This would allow the AI system to learn from a wider range of data and to make more accurate predictions and decisions.
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Impact of AI on Healthcare

• Diagnoses
• Treatment

• Staffing Issues

• Research and Development
• Patient Experience 

Size of AI 
Healthcare Market
• $11B (2021)

• $187B (2030)

Presenter Notes
Presentation Notes

As we project into the future, we know there are a million unresolved questions regarding AI – but a few things are near certainties. AI is going to have a profound impact on the practice and business of medicine, and it is going to happen much faster than many expect. By the end of this decade, we will be looking at an industry that is close to 200 billion dollars in size. With that massive investment, we will see accelerated development in technology and rapid implementation of AI. 

And although AI is still very much in its infancy, we are already seeing its impact in multiple areas, including diagnoses and treatment – which will be discussed in greater detail later in this presentation. 

(https://www.statista.com/statistics/1334826/ai-in-healthcare-market-size-worldwide/#:~:text=In%202021%2C%20the%20artificial%20intelligence,11%20billion%20U.S.%20dollars%20worldwide.)
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Higher Education – AI in Healthcare Degrees/Certificates

Presenter Notes
Presentation Notes
You need only look at trends in higher education for further evidence of the expected boom in healthcare AI. Many schools now offer degrees and certificates that focus on this emerging tool.  As you can see from the slide, schools like Harvard, MIT, Cornell, and many others have joined in the pursuit to maximize efforts and outcomes in the world of healthcare AI. - and it’s increasingly easy to find certifications and formal degrees in AI related to healthcare, digital health, machine-learning, public health, and research.  







   Current  
Implementation

Presenter Notes
Presentation Notes

Thanks, Brad. In the next few slides, we’re going to review some ways that personnel on healthcare front lines are utilizing AI for clinical and administrative benefits. 



�
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AI Utilization - Addressing Common Conditions

Early Diabetic 
Retinopathy Diagnosis

Presenter Notes
Presentation Notes

In 2022, a group of primary care physicians over multiple states piloted a new way to help diagnose diabetic retinopathy in its patients, before they were referred to a specialist.  A special camera using AI was programmed to identify the condition. If the AI indicates the presence of the condition, the PCP will then make the appropriate referral, avoiding delays. 
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AI Utilization - Addressing Common Conditions

Sepsis Diagnosis

Presenter Notes
Presentation Notes

Many hospitals across the country are piloting AI-generated algorithms to help identify admitted patients at highest risk of, or with an active diagnosis of sepsis.  If such a patient is picked up on by the system, doctors are alerted to evaluate the patient, saving time.  Physicians can then provide feedback to fine tune the AI.
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AI Utilization - Addressing Common Conditions

Prediction of Unfavorable Outcomes 
During Intrapartum Period

Presenter Notes
Presentation Notes

study published in 2022 on machine-learning AI algorithms predicting labor outcomes:

Study Focus: The research investigated machine-learning AI algorithms designed to predict unfavorable labor outcomes during childbirth.

Data Utilized: Parameters recorded at admission and throughout labor progression were analyzed.

Outcomes Analyzed: The study focused on various outcomes such as C-section in active labor, intra-amniotic infection, postpartum hemorrhage, shoulder dystocia, neonatal morbidity, and mortality.

Sample Size: The data included over 66,000 births, with nearly 15,000 instances of unfavorable labor outcomes.

Study Conclusion:
Although further research is needed, the study suggests that these AI models could potentially offer dynamic, real-time predictions.
These predictions may enhance the personalization of clinical decisions during labor, moving away from standard fixed labor progression charts.
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AI – Enhancing Breast Cancer Detection

• AI-supported results were similar to 
standard double reads

• Conclusion - AI considered safe

“I think of AI as more validation. It 
doesn’t sleep. AI doesn’t get tired. 

The AI doesn’t get fatigued…” 

Dr. Laura Heacock, a breast radiologist 
at NYU Langone Perlmutter Cancer Center 

Presenter Notes
Presentation Notes
Study Overview:
In Summer 2023, a study published in Lancet Oncology assessed the clinical safety of AI-supported screen-reading protocol for mammography.
AI conducted the first read, followed by analysis by a radiologist, and was compared with the standard European practice of double reading by two radiologists.

Study Details:
All participating radiologists were highly experienced.
The randomized study, conducted in Sweden, included 80,000 women aged 40-80.

Study Results:
AI-supported screenings resulted in similar cancer detection rates compared with standard double reading.
AI detected cancer at higher rates without increasing false positives.
The screen-reading workload for physicians was reduced by 44.3% using AI.

Safety Indication and Follow-Up:
The trial indicated that AI use in mammography screening is safe.
After 2 years of follow-up, the primary endpoint of interval cancer rate will be assessed in the participants.








  Potential Liabilities &
    Regulatory Framework

Presenter Notes
Presentation Notes

With this potential comes new and novel risks that need to be accounted for. 

We are going to discuss regulatory status, theories of liability and the impact on standard of care, and bias. 




iStock image #1011052052
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Current Regulatory Framework

AI Regulation
• 2019 - Executive Order 13859
• 2020 - AI in Government Act of 2020 

& Executive Order 13960
• 2023 - FDA Guidance for AI/ML-Based SaMD
• 2023 - Executive Order

AI Healthcare Regulation
• Federal/State
• American Medical Association efforts

Presenter Notes
Presentation Notes
Looking at the current AI regulatory landscape, we see – well, very little. All we have at the moment are a handful of executive orders and some agency guidance from the FDA and FTC (marketing of AI)  

The 2019 Executive Order 13859, named "Maintaining American Leadership in Artificial Intelligence," jump-started significant and coordinated federal activity focused on balancing the need for regulation of AI with the demands of innovation. 
Governing the use of AI by the Federal government is the AI in Government Act of 2020 and Executive Order 13960, called Promoting the Use of Trustworthy AI in the Federal Government.

In April 2023, the FDA released guidance on addressing the constantly-changing nature of AI/Machine-Learning -based Software as a Medical Device (SaMD).

In October 2023, President Biden signed a sweeping Executive Order that sought to establish new standards for AI safety and security, with steps towards policy and regulation. 

FTC – has also stepped into the AI regulation world. Has started cracking down on businesses making claims related to “AI” based software. 

Outside the US, AI regulation is advancing at a more rapid pace. The EU has a robust ai law, titled the AI Act. This law went into effect on May 1, 2024 and aims to establish a comprehensive legal framework to facilitate and foster trustworthy AI in Europe. 

When it comes to laws or regulations related to the utilization of AI in the treatment of patients, there is nothing on the books.  It is worth noting that the American Medical Association, which uses the term “augmented intelligence” for AI, has several guiding publications, which include discussion of AI applications within the updated CPT code, current policy, and AI within practice management. The AMA offers advisory expertise through the Digital Medicine Payment Advisory Group, which identifies barriers to digital medicine adoption in coding and payment. 

Connecticut was the first to pass comprehensive AI legislation. 
Colorado has essentially passed the same law�
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Professional Negligence

Product Liability

Breach of Contract

Fraud

Invasion of Privacy

Theories of Legal Liability

Presenter Notes
Presentation Notes

While we will have to wait and see what regulations ultimately transpire, we have a good idea as to the types of legal claims Plaintiffs are likely to assert. 

<CLICK>
From a professional negligence standpoint, a plaintiff might argue that a healthcare provider owed a duty of care to use AI systems in a safe and competent manner. If the healthcare provider failed to do so, and the plaintiff was injured as a result, the plaintiff could potentially recover damages.

<CLICK>
A product liability claim may arise when a plaintiff is injured by a defective AI system. These claims will be aimed at manufacturers of AI systems. 

<CLICK>
A breach of contract allegation could arise if a provider fails to use an AI system in accordance with the terms of a contract between provider and patient. 

<CLICK>
Fraud claims could arise when a provider or healthcare system knowingly or intentionally promotes the capabilities of an AI system that cannot meet the promised outcome. For example, the healthcare provider might claim that an AI system is more accurate than has been proven or that it can be used to diagnose a particular condition outside of its intended purpose. 

<CLICK>
Finally, we can expect to see privacy-based claims from patients who are concerned about their medical information being utilized by AI systems. We will review a case later in the presentation that provides a bit of guidance on this specific issue. 
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Two Scenarios 
Leading to a 

Potential Claim

AI prompt is correct 
and a physician 

overrides/ignores it

AI prompt is wrong 
and physician 

follows it

“…[t]he ultimate 
responsibility for a 

diagnostic or therapeutic 
decision will likely remain 

with the physician, who has 
to validate the results of the 

CDS [clinical decision 
support] tool.”

Professional Negligence

Hedderich, D.M., Weisstanner, C., Van Cauter, S. et al. Artificial intelligence tools in clinical 
neuroradiology: essential medico-legal aspects. Neuroradiology 65, 1091–1099 (2023). 
https://doi.org/10.1007/s00234-023-03152-7

Presenter Notes
Presentation Notes
This slide examines the professional negligence perspective of legal liability related to AI.

In putting together this webinar, many discussions centered on the two pathways AI would most likely be involved in a potential medical malpractice claim.  First, if AI recommended a specific action or treatment and the physician either overrides or ignores the suggestion.  Second, if a physician follows the prompt or AI software-generated guidance and it’s later found that the AI was, in fact, not correct.

<CLICK>
This quote comes from a journal article published in May 2023 by Neuroradiology. 

The article was quick to establish that while the medico-legal framework for AI in healthcare is in relative flux, the “ultimate responsibility for a diagnostic or therapeutic decision will likely remain with the physician, who has to validate the results of the CDS (clinical decision support) tool.” This sentiment truly serves as an underlying theme for our current state with AI. 
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AI & Standard of Care

Scott M. Salter, Esq.
Starnes Davis Florie

Scott M. Salter, Esq.
Starnes Davis Florie

Presenter Notes
Presentation Notes
Perhaps the largest question associated with AI is this – will it alter the standard of care? In the following clip, attorney Scott Salter - who is a partner with the Starnes Davis Florie law firm, and regularly defends physicians against professional negligence claims – offers his thoughts on this topic.  
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Biased Data in Healthcare AI – 2019 Landmark Study

• Hospital AI algorithm used to predict 
high-risk care management needs.

• Past cost data was used to 
determine risk.

• Unequal access to care for Black 
patients resulted in less money 
spent on their care.

• The need for healthcare ≠ prior 
healthcare costs.

• The AI discriminated against Black 
patients by assigning lower risk scores. 

Presenter Notes
Presentation Notes

Legal Liability in Healthcare:
Healthcare providers are generally not liable for defects in products that fail to perform as intended.
However, they may be held accountable for clinical decisions based on faulty AI algorithms that lead to poor outcomes.

2019 Study on AI Bias:
A significant study in 2019, published by Science Journal, highlighted racially biased data in an AI algorithm used in hospitals.
This flawed data inaccurately assessed the acuity level of patients, showing a skewed perspective that disproportionately affected Black patients compared to White patients.

Issues with the Hospital Algorithm:
The algorithm was found to assign the same risk level to Black and White patients, despite Black patients being sicker.
The AI used past health costs to predict healthcare needs, which led to Black patients receiving lower risk scores due to historically lower expenditures on their health, not reflecting their actual health needs.

Impact of Correcting the Bias:
Correcting this disparity could increase the percentage of Black patients receiving needed healthcare by almost 30%.

Addressing AI Bias:
The study suggests that biases in AI algorithms, such as those based on labels, can be corrected by being careful and purposeful with the data used in these systems.



https://www.science.org/doi/10.1126/science.aax2342

SHORTEN BULLETS OR NOTES. COULD POTENTIALLY REMOVE IF TIGHT ON TIME. 
I HAD A HARD TIME MAKING THE BULLETS AND TEXT SHORTER. 

iStock image #1340029093
https://www.istockphoto.com/photo/stethoscope-with-calculator-on-chart-graph-paper-finance-account-statistic-analytic-gm1340029093-420213052#
Licensed by ProAssurance Marketing.
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We have work to do:

• Easy to miss embedded biases, 
even when you’re looking for them

• Racial biases in AI will perpetuate

Obstacles to Eliminating Bias 

ACA Section 1557

• Covered entities must not discriminate on the 
basis of race, color, national origin, sex, age, or 
disability through the use of clinical 
algorithms in its decision-making

Researchers warn:

“AI-driven tools have the potential to 

codify bias in healthcare settings”

Presenter Notes
Presentation Notes
Researchers are aware of the pitfalls of discriminatory data in healthcare AI.  While the FDA issued an action plan and loose guidance on the topic in 2021, no firm regulations are in place to test bias benchmarks, or to ensure what has been called “algorithmic justice” by the Journal of Science Policy and Governance.

There is a general lack of data transparency as to what data points, exactly, are being used as the basis of predictive algorithms.  This void makes research and validation particularly difficult when looking at either accuracy or racial disparities, and whether the underlying data can truly help the patient population it’s being used for. In addition, there’s really no oversight or enforceable accountability, under the FDA or otherwise, dedicated to monitoring and stopping biased healthcare algorithms. 

As of July 5, 2024, new requirements have been put in place to help protect consumers from discrimination when artificial intelligence (AI) tools are used in health care. This comes in the form of a final rule, published by the Department of Health and Human Services Office of Civil Rights (OCR), as part of Section 1557 of the Affordable Care Act (ACA). These changes aim to prevent AI tools and algorithms from discrimination as health care providers and insurers increasingly use algorithms for clinical care and administrative activities.
[

Entities Covered
The rule applies to any entity receiving federal funds, including Medicaid, Medicare Parts A, C, and D payments, premium tax credits, and cost-sharing subsidies under the ACA. It also covers many health insurance plans, most hospitals, and providers, including those receiving Medicare Part B payments. Employer-sponsored health plans are excluded, as the rule targets health programs receiving federal financial assistance.

OCR will enforce the rule and investigate discrimination complaints. Each allegation will be investigated on a case-by-case basis, considering factors such as the entity’s size, resources, and how they used the tool in question.

 If a tool is found to be discriminatory against a certain class, reasonable efforts must be taken, such as discontinuing or modifying the tool, so it does not result in discrimination.



   Litigation 
 Involving AI 

Presenter Notes
Presentation Notes
Caselaw involving AI is still in its infancy and there are numerous issues that remain unresolved. Even so, recent lawsuits involving AI offer a valuable first glimpse into the various issues courts are being tasked with resolving.  
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Health Insurance Claims Reviews

Allegation: Class action case alleging a 
national health insurance company’s 
use of AI to review medical necessity of 
submitted claims violated mandatory 
rules and improperly denied claims.

Plaintiffs allege that, per California insurance law, 
“medically necessary” reviews of claims must be 
thorough, fair, and objective.

Plaintiffs allege the law requires that individual 
physicians review each claim separately to 
approve or deny claims.

Plaintiffs allege the insurer’s use of the AI’s 
algorithm to look for discrepancies unfairly denies 
claims without genuine investigation, as the 
physicians simply sign off on the denials.

Case is pending.

Suzanne Kisting-Leung, et al. v. Cigna Corporation, et al. No. 22-cv-03031 (E.D.  CA.) 
filed July 24, 2023

Presenter Notes
Presentation Notes
Next we are going to examine a couple of cases involving AI that do touch on the healthcare industry. 

**Legal Premise**: The case alleges that a health insurance carrier in California violated the law by failing to provide individualized physician reviews for insureds' claims.

**Use of AI**: Plaintiffs claim that the insurer used AI to systematically review and deny claims in batches, sometimes involving thousands of claims, without individual physician oversight.

**Impact on Insureds**: The automated AI system led to mass denials of payment for healthcare services, which plaintiffs argue were done without proper review, causing lack of coverage and unexpected medical bills for insured patients.

**Physician Involvement**: The complaint highlights that claims were automatically denied by the AI and then rubber-stamped by physicians without any actual review of patient files.

**Criticism of the Insurer**: Plaintiffs portray the insurer as using AI as a cost-cutting and time-saving measure, implying a neglect of duty and a preference for efficiency over proper healthcare management.

**Common Legal Argument**: The case suggests that using AI in this manner might become a frequent issue in legal challenges, with plaintiffs accusing defendants of replacing necessary human roles with AI to save costs, often at the expense of service quality and compliance.

It is worth noting that the causes of action in the case are not based in negligence, or medical malpractice, law.  Rather, they are centered on contract law and California Unfair Competition law. The case is still pending, and similar lawsuits referred to as “copycats” are being filed. This case is worth keeping an eye on. 

(Source: Suzanne Kisting-Leung, et al. v. Cigna Corporation, et al. No. 22-cv-03031 (E.D.  CA.) filed July 24, 2023.)
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HIPAA & AI 

Allegation: Google and the University of 
Chicago Medical Center disclosed PHI 
when they supplied medical records to 
AI system. 

As part of a research collaboration between the 
University of Chicago Medical Center and Google, 
the University gave Google anonymized patient 
medical records to implement AI-driven predictive 
health models.

Former patient sued Google and the University, 
alleging violation of HIPAA, among other causes of 
action.

The district court dismissed the case.

The Seventh Circuit affirmed the dismissal.

Dinerstein v. Google, LLC, 73 F.4th 502 (7th Cir. 2023)

Presenter Notes
Presentation Notes

While case law on AI in healthcare is sparse at the moment,  there is at least some guidance from the courts on the issue of feeding patient medical records into AI system

Lawsuit Against Google and University of Chicago Medical Center:
The University of Chicago Medical Center provided Google with anonymized patient medical records for AI-driven predictive health models.
A former patient sued, alleging violations of HIPAA, consumer-protection law, breach of contract, unjust enrichment, interference with contract, and intrusion upon seclusion.
The district court dismissed the case, and the Seventh Circuit affirmed, stating the patient did not suffer a concrete injury from the disclosure of his medical records.

Implications for AI in Healthcare:
The decision has significant implications for AI in healthcare, which relies on large, diverse data sets.
Patients must demonstrate actual harm when their deidentified health information is used in AI data sets.
The court noted that the medical records were properly de-identified, and the only way to identify the patient would be through comparison with geolocation data, which was deemed unlikely. Thus, the patient did not have standing to sue.

From a HIPAA perspective, if the information is properly de-identified and cannot be traced back to a specific individual – it does not meet the definition of protected health information and HIPAA does not control. 

(Source: Dinerstein v. Google, LLC, 73 F.4th 502 (7th Cir. 2023) )
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What is on the Legal Horizon?

• Predictive models will be scrutinized
• Privacy claims will be common

• Plaintiffs will be creative 

Presenter Notes
Presentation Notes
So, what can we glean from these cases? 

Emerging AI-Related Litigation:
With new technology come new risks and questions of liability that courts must resolve.
An influx of AI-related cases is expected in the coming years.
Due to the large-scale implementation of AI, class-action lawsuits may become common.
Many law firms have added AI practice groups in anticipation of this emerging area of litigation.

Challenges to Predictive Models and Data Privacy:
Predictive models and their datasets are expected to face legal challenges.
Despite favorable case law for using patient health information in datasets, privacy claims are likely to be common.

Plaintiffs’ attorneys will see AI as both a new pathway to accuse a provider of breaching the standard of care, and a new source of potential harm to a patient. 





    Risk Reduction

Presenter Notes
Presentation Notes
Thanks, Brad. 

Now that we’ve discussed what AI is, how it’s being used, and some potential liabilities, let’s turn to risk reduction strategies.
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Maintain Knowledge of Your AI Products/Services

Avoid 
Wearing 
Blinders

1

Train Staff

2

Ensure 
Data 

Quality

3

Stay 
Informed/
Proactive

4

Lean into 
AI’s 

Benefits 

5

Risk Reduction Strategies 

Presenter Notes
Presentation Notes
Artificial intelligence is healthcare climate change, and it is not going away. 

Embracing AI in Healthcare:
Artificial intelligence in healthcare is inevitable. Learn how to embrace it for the benefit of staff and patients.

Understanding and Implementing AI:
Reach out to vendors to understand how systems use AI and the best ways to implement it into your workflow.
Schedule training sessions to ensure all staff know how to use AI tools effectively.

Evaluating AI Data Quality:
Be mindful of the source and quality of data used in AI systems.
Ask critical questions about the algorithms, baseline assumptions, accuracy, and relevance to the patient panel before committing to a solution.

Staying Informed and Demanding Oversight:
Stay updated on developments with AI vendors and in your field of practice.
Engage with new research and articles on AI in healthcare, focusing on evidence-based practices and safety.
Use your voice to demand oversight and regulations to eliminate discriminatory bias.

Leaning into AI Benefits:
Embrace the potential benefits of AI, including predictive nature, diagnostics, and administrative functions.
Your staff and patients will appreciate your proactive approach to incorporating AI.
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Risk Reduction Strategies - Informed Consent

Explain device use – how 
AI predicts or makes 
recommendations

Distinguish the roles 
played by AI v. the 

physician

Educate on risks and 
unique benefits of AI 

Share studies on the AI 
intended to be used, or AI 

in general

Remain educated 
on construction 

of AI

AMA Journal of Ethics

Presenter Notes
Presentation Notes
While informed consent with AI remains unresolved, this slide discusses best practices to utilize in your patient discussions and is supported by the American Medical Association. 

AI-Specific Challenges in Healthcare:
The AMA Journal of Ethics highlights the importance of recognizing AI-specific challenges, including algorithmic bias and the opacity of AI systems.
Physicians face difficulties in informed consent discussions with patients due to the evolving nature of AI and the complexity of biases, error rates, and risks.

Understanding AI's Function in Patient Care:
Explaining AI in patient care requires understanding its function and output, which can be complicated and subject to change.

AMA Recommendations for Physicians:
Learn AI Construction: Physicians should learn how the AI they use is constructed, the data sets it is built upon, and its limitations.
Clarify AI's Role: Physicians should be clear about the AI device's role in the patient's care plan or surgery and how the physician interacts with the AI device.
Advise on Risks and Benefits: Physicians must inform patients of potential risks, alternatives, and the exclusive benefits of AI.
Empower Patients: Physicians should empower patients to make educated decisions by sharing scholarly articles and studies on the specific AI or AI in general.

(Source: AMA Journal of Ethics® February 2019, Volume 21, Number 2: E138-145)
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Scott M. Salter, Esq.
Starnes Davis Florie

Scott M. Salter, Esq.
Starnes Davis Florie

Risk Reduction Strategies - AI & Informed Consent

Presenter Notes
Presentation Notes
Here is another clip of Scott Salter, who will discuss our evolving communications between a provider and patient regarding use of AI in that patient’s care and treatment. These provider-patient discussions must involve informed consent so the provider and patient act as a healthcare team, with risks and benefits fully reviewed. 
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Use AI for Its Intended 
Use

Keep Up with Any 
Changes in SOC

Train Staff on the 
Application of AI

Use AI as a Resource in 
the Toolbox

Follow the Standard of Care (SOC)

Presenter Notes
Presentation Notes
Providers utilizing AI software or tools must always follow the applicable standard of care, regardless of whether AI is supporting their decision. 

AI must only be used for its intended purpose, with the appropriate target patient population, and in the correct workflow. Ensure that robust training in use and understanding of the AI software and algorithms occurs before implementation.  Currently, until AI becomes part of the accepted standard of care, it should be used as a confirmatory tool, just like any other resource in the medical toolbox. AI tools cannot and must not stand on their own, in lieu of a provider’s clinical judgment. 





    Looking Forward…

Presenter Notes
Presentation Notes
Thanks for that overview of risk reduction strategies, Jen.  

Looking forward, it’s ok to admit that we have more questions than answers about how AI will impact ultimately impact the physician-patient relationship, and how current perception of AI in this role may evolve.

Will AI allows providers to spend more time with their patients, as certain administrative and other tasks are handled by AI?
How will nursing and other support staff adapt to AI?
Is AI a confidence booster? A selling point? Or a scary unknown?
Will AI replace Doctors?

As we wrap up the webinar, we’ll touch on a few of these uncertainties.
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AI – Confidence or Doubt?

• 60% of American adults 
were uncomfortable with reliance on AI

• 33% of American adults thought AI 
would lead to worse health outcomes

• 75% were worried their healthcare 
providers would adopt AI too quickly, 
without full contemplation of risks

Presenter Notes
Presentation Notes
For physician-patient relationships to thrive with the introduction of AI into the healthcare stream, there needs to be a foundational trust in the outcomes by both the clinician and the patient. This point is supported by the findings of a December 2022 survey of adult Americans.  

60% of respondents would feel uncomfortable if their provider relied on AI for their medical care. Physicians would do well to explain how they are using AI to assuage patient concerns and boost confidence. 

33% of respondents thought AI would mean worse healthcare outcomes. This number will likely come down as AI becomes more commonplace and accepted. Even so, while patients may become comfortable with this technology over time, 57% of those surveyed believed utilizing AI for diagnosis and treatment recommendations would worsen their relationship with their provider. 

The greatest consensus came from the 75% of adult Americans that were worried health care providers will adopt AI software too quickly without fully contemplating and understanding the risks. 

It is clear that many patients are going to approach the use of AI in healthcare with a healthy dose of skepticism. Providers would do well to acknowledge this and take steps to help their patients better understand the technology. 
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Final Thoughts

Presenter Notes
Presentation Notes
As you’ve likely surmised by now, while we are on the path to full integration and advancement of AI in healthcare, that path will be windy and unchartered for the foreseeable future.  With that, we’d like to leave you with one key takeaway:

At the end of the day, all technology is simply a tool of the individual wielding it. For physicians, that means they will remain the ultimate decision-makers. Physicians retain the responsibility as final decision-maker, even when utilizing AI tools. 







©2023 ProAssurance Corporation  •  All rights reserved. 34

Presenter Notes
Presentation Notes
We very much appreciate your time and attention…. I’ll hand things back over to Shirley to give you information about CME…Thanks everyone for attending and have a great evening.
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